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1 Beam-Based Feedback

In order to keep beam parameters such as position, energy, and intensity stable through the linac and transfer line, and minimize losses, fast feedback loops will be needed. This section addresses requirements for a feedback infrastructure that works across major (5Hz) accelerator pulses. It is assumed that intra-pulse feedback/feed-forward will be handled by low level hardware. Inter-pulse feedback requires obtaining data from sensors such as beam position monitors, performing calculations, and writing settings to such devices as corrector magnets prior to the next major pulse. The following are requirements for the feedback infrastructure.

	No.
	Requirement
	Source
	Priority

	CXR-BF-100
	There should be a standard infrastructure that supports creating and running feedback loops.
	J. Patrick

01-2008
	Critical

	CXR-BF-110
	Data acquisition, calculation, and setting shall all be accomplished between major pulses.
	J. Patrick

12-2007
	Critical

	CXR- BF-120
	It shall be possible to involve multiple front-ends in a feedback loop.
	J. Patrick

12-2007
	Critical

	CXR- BF-130
	It shall be possible to conveniently enable and disable loops. 
	J. Patrick
12-2007
	Critical

	CXR- BF-140
	It shall be possible to put a lock on a disabled loop to prevent it from being re-enabled by another application or operator.
	J. Patrick

01-2008
	Critical

	CXR- BF-150
	It shall be possible to easily mask sensors without rebuilding or reloading code.
	J. Patrick

12-2007
	Critical

	CXR- BF-160
	It shall be possible to set limits on sensor readings used in calculations.
	J. Patrick

12-2007
	Critical

	CXR- BF-170
	It shall be possible to set limits on absolute and relative changes between major pulses.
	J. Patrick

12-2007
	Desirable

	CXR- BF-180
	There should be sufficient network bandwidth so that readings are not lost or delayed. Either the network must have sufficient intrinsic bandwidth, or should have Quality of Service capability.
	J. Patrick

01-2008
	Critical

	CXR- BF-190
	All sensor devices available for use in calculations shall be available to the general control system.
	J. Patrick

12-2007
	Critical

	CXR- BF-200
	Calculated results shall be available to the general control system.
	J. Patrick

12-2007
	Critical

	CXR- BF-210
	Settings and the readings used to compute them shall be logged. This information shall include which if any sensors were disabled or excluded from the calculation due to error status or data outside of limits. To reduce the logged data to a manageable volume, it would be acceptable to filter the data.
	J. Patrick

12-2007
	Critical

	CXR- BF-220
	A counter indicating the number of cycles performed shall be available to indicate the loop is functioning even if settings are not changing.
	J. Patrick

12-2007
	Critical
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