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Control System Strategy



 
Goal should be a unified control system for entire complex


 

Not separate ACNET, EPICS, Brand X, … parts


 

Not separate Project X linac(s), MI, recycler, NUMI parts


 

Not separate machine and “industrial” control parts


 

Single copy of core services – alarms, data logging, save/restore,


 

Much easier to operate and maintain


 

More personnel flexibility



 
Requirements exercise late 2007-early 2008


 

System non-specific


 

Beams doc 2934


 

Seminar in February 2008 – beams doc 3041
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General Comments



 
Current Fermilab Control System (ACNET) supports large 
complex with diverse simultaneous operational modes


 

8 GeV fixed target, 120 GeV fixed target, NUMI (neutrino 
program), antiproton stacking, Tevatron collider



 
Very modular system, continuous evolution in software 
and hardware over its history


 

Run II improvements include substantial data logging 
enhancement, Java language applications and central processes, 
port of VAX software to Linux, new BPM and BLM hardware, 
updated communication protocol, ….



 
Plan to continue with this system through the NOvA era


 

Obsolete hardware will be replaced in linac/booster/MI/Recycler


 

Software frameworks will be modernized

3



General Comments



 
EPICS has a substantial following at other labs


 

Subsystems developed by collaborators likely will prefer it


 

HINS and NML test facilities begun with mostly EPICS


 

EDM has served these facilities well


 

More complicated applications have not yet been written



 
HINS and NML are a good test bed for Project X controls


 

Relatively small scale


 

Qualitatively similar operational mode


 

Less pressure on reliability than main accelerator operations



 
Both ACNET and EPICS will evolve a lot by the start of 
Project X construction


 

Expect NSLS-II and ITER will drive EPICS development
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ACNET Basics



 
3-tier architecture



 
Flat device.property model



 
Efficient custom UDP based communication protocol



 
Core alarms, data logging, save/restore etc. services



 
Central device/node and application database (Sybase)



 
Applications and central services run on Linux


 

C/C++ (old style GUI) + Java frameworks


 

DnD Synoptic Builder with inherent web browser rendering



 
Front-ends run on VxWorks or Labview (or very old PSOS)



 
Large diversity of hardware supported


 

CAMAC, VME(VXI) predominate


 

General Purpose data acquisition front-end (HRM)



 
Timing discussed in separate talk
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Current Plan



 
Base core on evolution of Fermilab Control System


 

General architecture, communication protocol, central services


 

Extensive experience and proven core infrastructure


 

Will be in use and evolved in NOVA era



 
Support EPICS “underneath”


 

IOCs interface at front-end level – DESY EPICS2TINE model


 

High level communication still ACNET


 

EDM fully supported, can access both EPICS and ACNET devices


 

Track EPICS evolution and define supported subset



 
Remote labs could then develop their hardware with 
EPICS and provide front-end code and EDM screens


 

Straightforward to integrate into main control system at Fermilab


 

Can also consider hardware with “turn-key” EPICS support
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Current Status



 
EDM screens


 

Can be launched from standard control system consoles


 

Can access ACNET as well as EPICS devices


 

Are integrated with the controls code management system



 
EPICS IOCs can be interfaced to an ACNET front-end


 

Currently DB files are not captured in a database
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Plans



 
Evolve software frameworks


 

New front-end framework under development (“OODA”)


 

Support Linux, x86 processors


 

Studies on C++ GUI toolkits



 
Evaluate new hardware platforms


 

VXS, xTCA?



 
Develop plan to refurbish linac/booster/Main Injector 
during the NOvA era



 
Try out ideas at HINS/NML


 

Both hardware and software
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NML Capture Cavity (ACNET)
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NML Cryo Parameters (ACNET)
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HINS Timing (EPICS)
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HINS Timing (ACNET)
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NML Logged Cryo Data (ACNET)
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Fermilab

RFQ Control –
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Identical Display Description



Summary



 
Current plans are to continue the evolution of the current 
Fermilab Control System as the basis for Project X


 

Modernize software frameworks


 

Refurbish obsolete hardware



 
Support EPICS IOCs and displays


 

Facilitate subsystem development by collaborators


 

Enable use of turn-key hardware


 

The basics are available now



 
Try out ideas at HINS/NML



 
Expect significant evolution before construction start

19


	Project X�Control System
	Control System Strategy
	General Comments
	General Comments
	ACNET Basics
	Control System Overview 
	Current Plan
	Current Status
	Plans
	CC2 Base Display (EDM)
	NML Capture Cavity (ACNET)
	NML Cryo Parameters (ACNET)
	HINS Timing (EPICS)
	HINS Timing (ACNET)
	NML Logged Cryo Data (ACNET)
	HINS RFQ Control - EDM
	HINS RFQ Control - ACNET
	RFQ Control – ACNET - Firefox
	Summary

